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Preface

This report includes a fact sheet, Technical Review Workgroup for Lead (TRW) Recommendations
for an Interim Approach to Assessing Risks Associated with Adult Exposures to Lead in Soil along
with an Appendix, Equations and Rationale for Default Values Assigned to Parameters in the Slope
Factor Approach and Exposure Model for Assessing Risk Associated with Adult Exposures to Lead
in Soil, which discusses in greater detail the equations and parameters used in the methodology.
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1. INTRODUCTION

This report describes a methodology for assessing risks associated with non-residential adult
exposures to lead in soil. The methodology focuses on estimating fetal blood lead concentration in
women exposed to lead contaminated soils. This approach also provides tools that can be used for
evaluating risks of elevated blood lead concentrations among exposed adults. The methodology is
the product of extensive evaluations by the Technical Review Workgroup for Lead (TRW) which
began considering methodologies to evaluate nonresidential adult exposure in 1994 (Balbus-Kornfeld,
1994; U.S. EPA, 1994a). In 1995, the TRW reviewed a methodology developed by EPA Region 8
for deriving risk-based remediation goals (RBRGs) for nonresidential soil at the California Gulch NPL
site (U.S. EPA, 1995). A TRW committee on adult lead risk assessment was formed in January,
1996 to further develop the ideas and information gathered as part of these previous efforts into a
generic methodology that could be adapted for use in site-specific assessments.

This report provides technical recommendations of the TRW for the assessment of adult lead
risks using this methodology. An overriding objective in the development of this methodology was ->
the immediate need for a scientifically defensible approach for assessing adult lead risks associated |
with nonresidential exposure scenarios. The TRW recognizes that other aduh lead models may
provide useful information. In particular, models providing more detailed representations of lead
kinetics may be useful in supporting more detailed predictions about the time course of blood lead
concentrations among individuals who receive brief acute exposures to lead or whose exposures
otherwise change markedly with time. The methodology presented here uses a simplified
representation of lead biokinetics to predict quasi-steady state blood lead concentrations among
adults who have relatively steady patterns of she exposures (as described in this report). The TRW
believes that this approach will prove useful for assessing most sites where places of employment are
(or wiQ be) situated on lead contaminated soils. This information is expected to promote consistency
in assessments of adult lead risks. The methodology described in this report is an interim approach
that is recommended for use pending further development and evaluation of integrated exposure
biokinetic models for adults. The TRW is undertaking review of other models and will provide
reviews on other approaches as appropriate. The Integrated Exposure Uptake Biokinetic (EEUBK) ~\
Model for Lead in Children (U.S. EPA, 1994b,c) is the recommended approach for assessing I
residential lead risks.

The recommended approach for assessing nonresidential adult risks utilizes a methodology
to relate soil lead intake to blood lead concentrations in women of child-bearing age. It is
conceptually similar to a slope factor approach for deriving RBRGs that had been proposed by
Bowers et al. (1994) and which was adapted for use at the California Gulch NPL site in Region 8
(U.S. EPA, 1995). This report describes the basic algorithms that are used in the methodology and
provides a set of default parameter values that can be used in cases where high quality data are not
available to support site-specific estimates. The rationale for each parameter default value is provided
in the Appendix.



2. OVERVIEW OF THE APPROACH

The methodology described in this report relates soil lead concentrations to blood lead
concentrations in the exposed population according to the algorithms described below. Note that the
algorithms may consist of variables that include superscripts and/or subscripts. The convention
adopted in this report is to use superscripts as exponents (i.e., a mathematical operation), whereas
subscripts represent key words that provide additional information to distinguish between similar
variables. The basis for the calculation of the blood lead concentration in women of child-bearing age
is the algorithm given by Equation 1:

(Equation 1)

where:

AT

= Central estimate of blood lead concentrations (ug/dL) in adults (if., women of
child-bearing age) that have site exposures to soil lead at concentration, PbS.

~ Typical blood lead concentration (fig/dL) in adults (i.e., women of child-bearing
age) in the absence of exposures to the site that is being assessed.

PbS = Soil lead concentration (ug/g) (appropriate average concentration for individual).

BKSF = Biokinetic slope factor relating (quasi-steady state) increase in typical adult blood
lead concentration to average dairy lead uptake (ng/dL blood lead increase per
Hg/day lead uptake).

RS - Intake rate of soil, including both outdoor soil and indoor soil-derived dust (g/day).

AFS = Absolute gastrointestinal absorption fraction for ingested lead in sofl and lead in
dust derived from soil (dimensionless).

EFS = Exposure frequency for contact with assessed soils and/or dust derived in part from
these soils (days of exposure during the averaging period); may be taken as days
per year for continuing, long term exposure.

AT = Averaging time; the total period during which soil contact may occur, 365
days/year for continuing long term exposures.

The basis for the RBRG calculation is the relationship between the soil lead concentration and
the blood lead concentration in the developing fetus of adult women that have she exposures. As
a health-based goal, EPA has sought to limit the risk to young children of having elevated blood lead
concentrations. Current Office of Solid Waste and Emergency Response (OSWER) guidance calls



for the establishment of cleanup goals to limit childhood risk of exceeding 10 ng/dL to 5% (U.S.
EPA, 1994a). Equation 2 describes the estimated relationship between the blood lead concentration
in adult women and the corresponding 95th percentile fetal blood lead concentration (PbB^^o^),
assuming that PbB,̂  eairt reflects the geometric mean of a lognormal distribution of blood lead
concentrations in women of child-bearing age. If a similar 95th percentile goal is applied to the
protection of fetuses carried by women who experience nonresidential exposures, Equation 2 can
be rearranged to reflect a risk-based goal for the central estimate of blood lead concentrations in adult
women using Equation 3:

PMWo.95 = PbBad^ea^ ' GSD^ • J^^ (Equation 2)

PbBvkit.c.vntsoai = , ̂ 5—^^ " (Equation 3)

where:

PbB ia,atteataltVttl- Goal for central estimate of Mood lead concentration (ug/dL) in adults (i.e.,
women of child-bearing age) that have site exposures. The goal is intended to
ensure that PbBm^^ does not exceed 10 ug/dL.

PbB ̂  09S ifod = Goal for the 95th percentile blood lead concentration (ug/dL) among fetuses
bom to women having exposures to the specified she soil concentration. This
is interpreted to mean that there is a 95% likelihood that a fetus, in a woman who
experiences such exposures, would have a blood lead concentration no greater
than PbBfa^ 0-9J> ̂  (i.e., the Gketihood of a blood lead concentration greater
than 10 ug/dL would be less than 5%,for the approach described in this report).

= Estimated value of the individual geometric standard deviation (dimensionless);
the GSD among adults (Le., women of child-bearing age) that have exposures to
similar on-site lead concentrations, but that have non-uniform response (intake,
bioldnetics) to site lead and non-uniform off-site lead exposures. The exponent,
1.645, is die value of the standard normal deviate used to calculate the 95th
percentile from a lognormal distribution of blood lead concentration.

~ Constant of proportionality between fetal blood lead concentration at birth and
maternal blood lead concentration (dimensionless).



The soil lead concentration associated with a given exposure scenario and PbB ^nco .̂,̂  can be
calculated by rearranging Equation 1 and substituting PbB j^c,,̂ ^ for PbB.̂  ca-rml :

, PbS .
(BKSF'IRS'AFS-EFJ

It is this form of the algorithm that can be used to calculate a RBRG where the RBRG represents the
soil lead concentration (PbS) that would be expected to result in a specified adult blood lead
concentration (PbB .^(.n^p^) and corresponding 95th percentile fetal blood lead concentration

fcul, 0.95. tori)'

Equations 1-4 are based on the following assumptions:

1. Blood lead concentrations for exposed adults can be estimated as the sum of an
expected starting Mood lead concentration in the absence of site exposure (PbB^^o)
and an expected site-related increase.

2. The site-related increase in blood lead concentrations can be estimated using a linear
biokinetic slope factor (BKSF) which is multiplied by the estimated lead uptake.

3. Lead uptake can be related to soil lead levels using the estimated sofl lead
concentration (PbS), the overall rate of dairy soil ingestion (IRj), and the estimated
fractional absorption of ingested lead (AFj) The term "soil" is used throughout this
document to refer to that portion of the soil to which adults are most likely to be
exposed. In most cases, exposure is assumed to be predominantly to the top layers of
the soil which gives rise to transportable soil-derived dust. Exposure to soil-derived
dust occurs both in outdoor and indoor environments, the latter occurring where soil-
derived dust has been transported indoors. Other types of dust, in addition to soil-
derived dust, can contribute to adult lead exposure and may even predominate in the
occupational setting; these include dust generated from manufacturing processes (e.g.,
grinding, milling, packaging of lead-containing material), road dust, pavement dust,
and paint dust. This methodology, as represented in Equations 1 and 4, does not
specifically account for site exposure to dusts that are not derived from son. However,
the methodology can be modified to include separate variables that represent exposure
to lead in various types of dust. This approach is discussed in greater detail in the
Appendix.

4. As noted above, exposure to lead in soil may occur by ingesting soil-derived dust in
the outdoor and/or indoor environments. The default value recommended for IRj
(0.05 g/day) is intended for occupational exposures that occur predominantly indoors.
More intensive soil contact would be expected for predominantly outdoor activities
such as construction, excavation, yard work, and gardening.



5. A lognormal model can be used to estimate the inter-individual variability in blood lead
concentrations (i.e., the distribution of blood lead concentrations in a population of
individuals who contact similar environmental lead levels).

6. Expected fetal blood lead concentrations are proportional to maternal blood lead
concentrations.

The primary basis for using Equation 4 to calculate a RBRG is that fetuses and neonates are
a highly sensitive population with respect to the adverse effects of lead on development and that 10
(ig/dL is considered to be a blood lead level of concern from the standpoint of protecting the health
of sensitive populations (U.S. EPA, 1986, 1990; NRC, 1993). Therefore, risk to the fetus can be
estimated from the probability distribution of fetal blood lead concentrations (i.e., the probability of
exceeding 10 ug/dL), as has been the approach taken for estimating risks to children (U.S. EPA,
1994a,c). Equation 4 can be used to estimate the soil lead concentration at which the probability of
blood lead concentrations exceeding a given value (e.g., 10 ug/dL) in fetuses of women exposed to
environmental lead is no greater than a specified value (e.g., 0.05).

The methodology can be modified to accommodate different assumptions or to estimate
RBRGs for different risk categories. For example, a RBRG could be estimated for risks to adults
(e.g., hypertension) by substituting an appropriate adult blood lead concentration benchmark.

• Similarly, other exposure scenarios can be incorporated into the assessment Alternative methods for
estimating soil lead risk by partitioning soil into outdoor soil and indoor dust components are
discussed in the Appendix.

4. J

Recommended default values for each of the parameters in Equations 1 - 4 are presented in
Table 1. These defaults should not be casually replaced with other values unless the alternatives are
supported by high quality she-specific data to which appropriate statistical analyses have been applied
and that have undergone thorough scientific review. Examples of the output from the methodology
are presented in Figures 1 and 2, which show plots of the calculated PbB^ ̂  as a function of PbS
when different combinations of default parameter values are used. The rationale for each default

- ^- value listed in Table 1 is summarized in the Appendix.



Table 1. Summary of Default Parameter Values for the Risk Estimation Algorithm (Equations 1 - 4)

Parameter

PbBfeUl| 0.95.go«l

GSD^,

Rfcuftnilcnul

PbB^o

BKSF

IR,

EF,

AF,

Unit

ug/dL

—

—

ug/dL

ug/dL
per

ug/day

g/day

day/yr

—

Value

10

1.8
2.1

0.9

1.7-2.2

0.4

0.05

219

0.12

Comment

For estimating RBRGs based on risk to the developing fetus.

Value of 1 .8 is recommended for a homogeneous population while 2. 1 is recommended for
a more heterogeneous population.

Based on Coyer (1990) and Graziano et al. (1990).

Plausible range based on NHANES III phase 1 for Mexican American and non-Hispanic
black, and white women of child bearing age (Brody et al. 1994). Point estimate should be
selected based on site-specific demographics.

Based on analysis of Pocock et al. (1983) and Sherlock et al. (1984) data.

Predominantly occupational exposures to indoor soil-derived dust rather than outdoor soil;
(O.OS g/day » SO mg/day).

Based on U.S. EPA (1993) guidance for average time spent at work by both full-time and
put-time workers (see Appendix for recommendations on minimum exposure frequency and
duration).

Based on an absorption factor for soluble lead of 0.20 and a relative bioavailability of 0.6
(soil/soluble).
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Figure 1. Example output of risk estimation algorithm (Equation 4) assuming a PbB^^o of 2.0
ug/dL (mixed racial) and a GSDî -lu,l of either 1.8 (homogeneous population) or 2.1 (heterogeneous
urban population).
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Figure 2. Example output of risk estimation algorithm (Equation 4) assuming plausible default
minimum and maximum values of PbB (1.7 and 2.2 ug/dL) and GSD^^j, (1.8 and 2.1).
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1. Equations for the Adult Lead Model

The format of the equations used in the adult lead methodology follows the approach used
in the IEUBK Model for Lead in Children (DBUBK Model). Note that the equations may consist of
variables that include superscripts and/or subscripts. The convention adopted in this report is to use
superscripts as exponents (i.e., a mathematical operation), whereas subscripts represent key words
that provide additional information to distinguish between similar variables. The term "soil" refers
to that portion of the soil to which adults are most likely to be exposed. In most cases, exposure is
assumed to be predominantly to the top layers of the soil which gives rise to transportable soil-derived
dust. Exposure to soil-derived dust occurs both in outdoor and indoor environments, the latter
occurring where soil-derived dust has been transported indoors. Other types of dust, in addition to
soil-derived dust, can contribute to adult lead exposure and may even predominate in some
occupational settings; these include dust generated from manufacturing processes (e.g., grinding,
milling, packaging of lead-containing material), road dust, pavement dust, and paint dust.

Exposure to lead from soil (direct and through indoor soil-derived dust) and lead
intake:

PbS • IRS'EFSINTAKE = -- (Equation A-l)

INTAKE ~ Daily average intake (ingestion) of lead from soil taken over averaging time AT
(Hg/day).

PbS ~ Soil lead concentration (ug/g) (appropriate average concentration for individual).

~ Intake rate of soil, including outdoor soil and indoor soil-derived dust (g/day).

EFS = Exposure frequency for contact with assessed soils and/or dust derived in pan from
these soils (days of exposure during the averaging period); may be taken as days per
year for continuing, long term exposures.

AT - Averaging time; the total period during which soil contact may occur; 365 days/year
for continuing long term exposures.

Lead uptake:

UPTAKE = AFS • INTAKE (Equation A-2)

A-3



UPTAKE = Daily average uptake of lead from the gastrointestinal tract into the systemic
circulation (ng/day).

AF, = Absolute gastrointestinal absorption fraction for ingested lead in soil and lead in dust
derived from soil (dimensionless).

Central estimate of adult blood lead concentration:

BKSF- UPTAKE (Equation A-3)

= Central estimate of blood lead concentrations (ug/dL) in adults (i.e., women of
child-bearing age) that have site exposures to soil lead at concentration, PbS.

PbB.̂ 0 = Typical blood lead concentration (ug/dL) in adults (i.e., women of child-bearing
age) in the absence of exposures to the site that is being assessed.

BKSF = Biokinetic slope factor relating (quasi-steady state) increase in typical adult blood
lead concentration to average daily lead uptake (ug/dL blood lead increase per
ug/day lead uptake).

Distributional model for adult blood lead:

In this methodology, variability in blood lead concentrations among a population is
mathematically described by a lognormal distribution defined by two parameters, the geometric mean
(GM) and the geometric standard deviation (GSD):

PbB 1M - Lognormal(GM,GSD)

* = Adult blood lead concentration (which is a variable quantity having the specified
probability distribution).

GM = Geometric mean blood lead concentration (ug/dL) for adults having site exposure.
The central estimate of adult blood lead, PbB^ ,̂,,,,,, constructed in Equation A-3 is
treated as a plausible estimate of the geometric mean.

GSD = Geometric standard deviation for blood lead concentrations among adults having
exposures to similar on-site lead concentrations, but having non-uniform response
(intake, biokinetics) to site lead and non-uniform off-site lead exposures. The
individual blood lead concentration geometric standard deviation, GSDb is substituted
for GSD. As described below (Section 2 of the Appendix), GSD; is assumed to
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address sources of variability in blood lead concentrations among the exposed
population.

Parameter estimates for the geometric mean (GM) and geometric standard deviation (GSD) of the
iognormal distribution are described below. Note that blood lead concentrations for site exposures
can be quantified at any percentile of the population using these parameters. For example, the 95th
percentile blood lead concentration can be calculated by Equation A-4:

GSD,1645 (Equation A-4)

PbB,**, o.9i ~ ^^th percentile blood lead concentration (ng/dL) among individuals having exposures
to the specified site soil lead concentrations. This is interpreted to mean that there is
a 95% likelihood that an adult exposed to the specified soil lead concentrations would
have a blood lead concentration less than or equal to

Distributional model for fetal blood lead:

(Equation A- 5)

1 • PbBfeul = Fetal blood lead concentration (jig/dL) (which, like PbB,̂  is a variable quantity
having the specified probability distribution).

= Constant of proportionality between fetal and maternal blood lead concentrations.

,** - Adult blood lead concentration (jig/oX), estimated with parameters appropriate to
women of child bearing age.

Note that this relationship implies a deterministic (non-random) relationship between maternal and
fetal blood lead concentrations. This assumption omits a source of variability (varying individual-
specific ratios of fetal to maternal blood lead) that would tend to increase the variance of fetal blood
lead concentrations. The assumption of proportionality implies that fetal blood lead concentrations
also are lognormally distributed:

- Lognormal((frt,GSD)

GM - Geometric mean blood lead concentration (ug/dL) for fetuses, equal to
multiplied by PbB.,,̂
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GSD = Geometric standard deviation of blood lead concentration among adults, GSDj
(Section 2 of the Appendix).

Similarly, percentiles of the fetal blood lead distribution can be estimated (for fetuses carried by
women exposed to the specified concentration of lead at the assessed site). For example:

(Equation A-6)

= 95th percentile blood lead concentration (ug/dL) among fetuses born to women
having exposures to the specified site soil lead concentrations. This is interpreted to
mean that there is a 95% likelihood that a fetus born, in a woman who experiences
such exposures, would have a blood lead concentration no greater than

Note that when the expressions forPbB^,,,,,,,,,^, , INTAKE, and UPTAKE (Equations A-l, A-2 and
A-3) are substituted into Equation A-6, we obtain the complete expression for PbBft^o.,5 that is
presented in the fact sheet (Overview of the Approach, Equations 1 and 2):

GSD,
1.645 (PbS-BKSF-IRs-AFs-EFJ

AT
PbBadultjO

(Equation A-7)

Equation A-7 represents variability in blood lead concentration arising from two main factors: 1)
exposure variables, including inter-individual variability in activity-weighted ingestion rates, and 2)
inter-individual variability in physiology, including factors affecting lead biokinetics.

2. Individual Blood Lead Geometric Standard Deviation (GSDJ

The GSDi is a measure of the inter-individual variability in blood lead concentrations in a
population whose members are exposed to the same nonresidential environmental lead levels. Ideally,
the value(s) for GSD, used in the methodology should be estimated in the population of concern at
the site. This requires data on blood lead concentration and exposure in a representative sample of
sufficient size to yield statistically meaningful estimates of GSD in subsamples stratified by
nonresidential exposure level. In the absence of high quality data for the site, GSD: may be
extrapolated from estimates for other surrogate populations. In making such extrapolations, factors
that might contribute to higher or lower variability in the surrogate population than among similarly
exposed individuals in the population of concern, should be evaluated. These factors include
variability in exposure (level and pathways), and biokinetics (see Section 6 of Appendix),
socioeconomic and ethnic characteristics, degree of urbanization and geographical location. Such
extrapolations, therefore, are she-specific and are a potentially important source of uncertainty in the
methodology.
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GSD values measured in populations (GSD,) reflect the combined effect of 1) variability in
environmental concentration levels; and 2) activity-weighted exposures and lead biokinetics Thus,
estimates of GSDp can be considered a surrogate for estimating the GSD;. Site data on blood lead
concentrations collected from populations of varying homogeneity may be useful for establishing a
plausible range of values of GSD; , provided that the data are of adequate quality and can be stratified
by nonresidential exposure level. The lowest values of GSDp are expected among homogeneous
populations (e.g., individuals with similar socioeconomic and ethnic characteristics living within a
relatively small geographic area) exposed to a single, dominant source of lead (e.g., lead mining or
smelter sites). For example, a GSDp of 1.8 was recently calculated among aduh women living in
Leadville, CO (U.S. EPA, 1995). This relatively low GSD is consistent with an analysis of Mood lead
concentration data in mining communities in the United States and Canada, which suggest that GSD,
ranges from 1.6 - 1.8 at active mining sites where blood lead concentrations are less than IS ug/dL
(U.S. EPA, 1992). By contrast, higher values of GSDp might be expected from a national survey.
Although lead exposures among the general population are likely to be more greatly impacted by diet
than soil (e.g., compared with populations exposed at a waste site), the national population is very
heterogeneous, in that it includes individuals with different socioeconomic and ethnic characteristics
living in distinct geographic areas.

The TRW has conducted a preliminary analysis of blood lead concentration data collected in
NHANES in Phase 1 from 1988 to 1991 and found that the GSDp for women ages 17 to 45 years
may range from 1 .9 - 2. 1 (Table A-l). Because of the complex survey design used in NHANES ffl
(e.g., large oversampling of young children, older persons, black persons, and Mexican-Americans),
this analysis used sampling weights included in the NHANES ffl Phase 1 data file to produce
population estimates for blood lead concentration. The weighting factor "WTPEXMH1* was used
to reflect the non-random sampling of individuals in both the mobile examination units (MEC) and
the home examinations. The analysis did not account for the design effects associated with the
selection of strata and primary sampling units (PSUs), which may result in an underestimation of
sampling variance. Since this bias is not likely to greatly impact the GSDp (Brody, personal
communication), the amount of underestimation of the GSDp by the values given in Table A-l is
likely to be small. Geometric mean blood lead concentrations listed in Table A-l are within 0.2 ug/dL
of these reported in Brody et al. (1994).

The TRW estimates that 1.8 - 2.1 is a plausible range for GSDb based on an evaluation of
available blood lead concentration data for different types of populations. In cases where she-specific
data are not available, a value within this range should be selected based on an assessment as to
whether the population at the she would be expected to be more or less heterogeneous than the U.S.

|"' population with respect to racial, ethnic, cultural and socioeconomic factors that may affect exposure.
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Table A-l. NHANES HI PI ase 1 Summary Statistics for Blood Lead Concentration Among U.S.
Women by Age and Ethnic/F .acial Characteristics1.

Age Group

(years)

20-49

50-69

>69
20 +

17-45

Non-Hispanic White

No. GM GSD

728 1.9 1.90

476 3.2 1.88

562 3.5 1.82

1,766 2.4 2.01

742 1.7 1.89

Non-Hispanic Black

No. GM GSD

622 2.3 2.01

256 4.2 1.80

135 4.1 1.86

1,013 2.7 2.07

658 2.1 1.98

Mexican American

No. GM GSD

729 2.1 2.10

255 3.3 2.12

75 2.9 2.03

1,059 2.3 2.14

763 2.0 2.10
'Analysis of data weighted by MEC and home weighting factor (WTPEXMH1), excluding samples
missing data on blood lead concentration or age. GM PbB (ug/dL) = exp^ij; GSD PbB = exp(oj.

3. Fetal/Maternal Blood Lead Concentration Ratio (Rfcui/m.i«mi)

The TRW recommends a default value of 0.9 based on studies that have explored the relationship
between umbilical cord and maternal blood lead concentrations (Goyer, 1990; Graziano et al, 1990).
The Goyer (1990) estimate of an average fetal/maternal blood lead concentration ratio of 0.9 is
supported by a large body of data that has been summarized in Agency documents (U.S. EPA, 1986,
1990). Graziano et al. (1990) compared maternal and umbilical cord blood lead concentrations at
delivery in 888 mother-infant pairs who were between 28 and 44 weeks of gestation. The relationship
was linear with a slope of 0.93 ug/dL cord blood per ug/dL maternal blood; the correlation
coefficient was 0.92. The slope of 0.93 from the Graziano et al. (1990) study supports 0.9 as a point
estimate for

Although average fetal/maternal blood lead concentration ratios, as reflected in cord blood, tend
to show consistent trends (Goyer, 1990; Graziano et at., 1990), the trends may not reflect significant
inter-individual variability in maternal and possibly fetal blood lead concentrations due to
physiological changes associated with pregnancy. For example, mobilization of bone lead stores
during pregnancy may be more substantial in some women, and iron and calcium deficiency
associated with poor nutritional status, as well as pregnancy, may enhance gastrointestinal absorption
of lead (U.S. EPA, 1990; Franklin et al., 199S). Conversely, maternal blood lead concentration may
decrease during the later stages of pregnancy because of the dilution effect associated with a 30% rise
in plasma volume, as well as an increased rate of transfer of lead to the placenta or to fetal tissues
(Alexander and Delves, 1981). These changes may give rise to fetal/maternal blood lead
concentration ratios that are different from 0.9.

4. Baseline Blood Lead Concentration

The baseline blood lead concentration (PbB ,̂,) is intended to represent the best estimate of a
reasonable central value of blood lead concentration in women of child-bearing age who are not
exposed to lead-contaminated nonresidential soil or dust at the site. In this analysis, geometric mean
blood lead concentrations are used for this purpose. Ideally, the value(s) for PbB^^o used in the
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methodology should be estimated in the population of concern at the site. This requires data on blood
lead concentrations in a representative sample of adult women who are not exposed to nonresidential
soil or soil-derived dust at the site, but who may experience exposures to other environmental sources
of lead that are similar in magnitude to exposures experienced by the population of concern. This
would include exposure to lead in food and drinking water as well as residential soil and dust (dust
derived from soil and ail other non-site related sources). The sample must be of sufficient size to
yield statistically meaningful estimates

In the absence of high quality data for the site, PbB.̂ ,, may be extrapolated from estimates for
other surrogate populations that would be expected to have a similar PbB^^0 distribution as that of
the population of concern. In making such extrapolations, factors that might contribute to differences
between the geometric mean PbB^o in the surrogate population and population of concern should
be evaluated. These factors include differences in the residential exposure (level and pathways),
socioeconomic, ethnic and racial demographics, housing stock, degree of urbanization, and
geographical location. Such extrapolations, therefore, are site-specific.

In cases where site-specific extrapolations from surrogate populations are not feasible, the TRW
recommends 1.7 - 2.2 ug/dL as a plausible range, based on the results of Phase 1 of the NHANES
m as reported by Brody et al. (1994). Table A-2 summarizes the analysis of blood lead
concentrations from a sample of 2,083 women ages 20 - 49, and stratified into the three ethnic and
racial categories.

Table A-2. NHANES HI Phase 1 Summary Statistics for Blood Lead
Concentration Among Different Populations of U.S. Women Ages 20 - 49 (Brody
et al.. 1994).

Population

Mexican American women

non-Hispanic black women

non-Hispanic white women

No.

732

623

728

GM(95°/.CI)

2.0(1.7-2.5)

2.2(2.0-2.5)

1.7(1.6-1.9)

Total 2,083

The TRW recommends that the estimates from Table A-2 be used in combination with data on the
ethnic and racial demographics of the population of concern to select the most appropriate point
estimate from within the plausible range of 1.7 - 2.2 ug/dL. For example, if the population at the site
was predominantly Mexican American, 2.0 ug/dL might be selected as the point estimate. The
plausible range is based on surveys of large samples of the national population and may not
encompass central tendencies estimated from smaller regional or site-specific surveys, either because
of bias associated with the smaller sample or because of real differences between the surveyed
population and the national population. This needs to be evaluated in deciding whether or not to use
data from small surveys that yield point estimates for PbB^o that fall outside of the plausible range.
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5. Biokinetic Slope Factor (BKSF)

The BKSF parameter relates the blood lead concentration (ng Pb/dL) to lead uptake (ug
Pb/day). The TRW recommends a default value of 0.4 ug Pb/dL blood per yg Pb absorbed/day for
the BKSF parameter based on data reported by Pocock et al. (1983) on the relationship between tap
water lead concentrations and blood lead concentrations for a sample of adult males, and on
estimates of the bioavailability of lead in tap water (see Section 6 of the Appendix).

Pocock et al. (1983) analyzed data on lead concentrations in first draw tap water and blood
lead concentrations in a population of 910 adult males. A linear model imposed on the data yielded
a slope of 0.06 (ug/dL per ug/L first draw water) for water lead concentrations equal to or less than
100 ug/L (a lower slope was applied to the data, for higher water concentrations). Pocock et al.
(1983) also obtained data on lead concentrations in flushed water (and "random daytime") samples,
in addition to first draw samples. Given the following assumptions, it is possible to derive a slope
factor for ingested water lead (INGSF) from the Pocock et al. (1983) data:

• The lead concentration of flushed water was 25% of the concentration of first draw water
- 0.25) (U.S. EPA, 1995).

• Daily water intake consisted of 30% first draw and 70% flushed (F^ = 0.3, Ff= 0.7) (U.S.
EPA, 1992).

• Daily water ingestion (including tap water and beverages made with tap water) was 1.4
L/day (IR* = 1 .4) (U.S. EPA, 1989).

Based on the above assumptions, a INGSF of 0.09 ug/dL per ug intake/day is estimated as follows:

INGSF = _ 0.06 (Equation A-8)"

INGSF = a06

1.4-(0.3+(0.25-0.7))

INGSF = 0.09

This suggests that the product of the BKSF, reflecting the slope for absorbed rather than ingested
lead, and the absorption factor for lead in drinking water (AFJ should be approximately 0.09 if it is
to match the estimate of INGSF based on the Pocock et al. (1983) study:

INGSF = BKSF - AFW (Equation A-9)
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Values of AFW within the range 0.20 - 0.25 would correspond to a range for BKSF of 0.36 - 0 45,
or approximately 0.4 ug/dL per ug/day (rounded to one significant figure). A range of 0 20 - 0 25
for AFW is supported by data from numerous lead bioavailability studies (see Section 6 of the
Appendix for a more detailed discussion of these studies).

The above estimate of 0.4 ug/dL per ug/day for the BKSF can be compared with the
approach described by Bowers et al. (1994), who used the same data set along with different
assumptions and arrived at essentially the same estimate of the BKSF, 0.3 75 or approximately 0.4
ug/dL per ug/day. Bowers et aL (1994) assumed a daily tap water intake of 2 L/day and 8%
absorption of lead ingested in tap water, and did not make adjustments for a mixture of first draw and
flushed water intake in the Pocock et al. (1983) study.

Several uncertainties should be considered in applying the default value of 0.4 ug/dL per
Hg/day to any specific population. Since it is based on the Pocock et al. (1983) data, it represents
an extrapolation from adult men to women of child bearing age. Physiological changes associated
with pregnancy may affect the value of the BKSF (see Section 6 of the Appendix); therefore, some
uncertainty is associated with applying the default value to populations of pregnant women.

An additional uncertainty concerns the assumption of linearity of the relationship between lead
intake and blood lead concentration. The Pocock et al. (1983) study provides data on a large sample
population of adult men whose members were exposed to relatively low drinking water lead levels;
898 subjects (97%) were exposed to first draw water lead concentrations less than 100 ug/L and 473
(52%) to 6 ug/L or less. A smaller study of adult women exposed to higher concentrations was
reported by Sherlock et al. (1982,1984); out of 114 subjects, 32 (28%) had flush drinking water lead
concentrations less than 100 ug/L and only 13 (11%) less than 10 ug/L. Sherlock et al. (1982, 1984)
used a cube root regression model, rather than a linear model, to describe the relationship between
drinking water and blood lead concentration. Given the much larger sample size in the Pocock et al.
(1983) study, particularly towards the low end of the distribution for water lead concentration,
greater confidence can be placed in the estimated slope of the linear regression model from the
Pocock et al. (1983) study than in the cube root regression model of Sherlock et al. (1982, 1984).
Nevertheless, it is useful to compare the output of the two models because they were applied to the
different sexes and because they differ so fundamentally in the treatment of the blood lead - water lead
slope; the slope is constant in the linear model and decreases in the cube root model as water lead
concentration increases. Figure A-l compares the output of the two models and shows the output
of a linear regression of the unweighted output of the Sherlock et al. (1984) model. Three
observations can be made from this comparison that are relevant to the BKSF:

1. Both the Pocock et al. (1983) and Sherlock et al. (1984) models predict higher blood
— lead concentrations than would be expected in the average U.S. population today as

suggested from NHANES m. This is indicative of higher lead intakes in the study
populations which may have contributed to the apparent nonlinearities observed (e.g.
above 100 ug/L in Pocock et al.(1983) and at lower concentrations in Sherlock et al.
(1984).

2. The cube root regression model of Sherlock et al. (1984) predicts lower blood lead
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concentrations than the linear model of Pocock et al. (1983). This may reflect greater
lead intakes from sources other than drinking water in the Pocock et al. (1983)
population (see Section 6 of the Appendix for further discussion).

The linear approximation of the Sherlock et al. (1984) and the linear model from
Pocock et al. (1983) have similar slopes; 0.08 and 0.06 ug/dL per ug/L, respectively.
Thus, although the Sherlock et al. (1984) study casts some degree of uncertainty on
the assumption of linearity of the blood lead - drinking water lead relationship both
at low (<10 ug/L) and high (> 100 ug/L) tap water lead concentrations, a linear
model with a constant slope of 0.06 ug/dL per ug/L appears to approximate the
output of the nonlinear model of Sherlock et al. (1984) reasonably well for water lead
concentrations less than 100 ug/L.
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Figure A-l. Comparison of linear model of Pocock et al. (1983) with cube root model of Sherlock
et al. (1984) and a linear model imposed on the unweighted output of the Sherlock model over the
water lead range 0-100 ug/L (linear Sher84). The slope of the linear Sher84 model is 0.08 ug/dL
per ug/L. The slope of the Pocock et al. (1983) model is 0.06 ug/dL per ug/L.
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Experimental data on the pharmacokinetics of lead in adult humans support the default value
of 0.4 (ug/dL per ug/day absorbed lead) for BKSF estimated from Pocock et al. (1983). Several
distinct kinetic pools of lead are evident from observations of the rate of change of blood lead isotope
with time after a period of daily dosing in which lead is abruptly terminated (Rabinowitz et al., 1976).
A rapid exchange pool, denoted pool 1, includes the blood and a portion of the extracellular fluid,
and is the physiological pool from which urinary and hepatobiliary excretion of blood lead occurs.
Several estimates of the size of pool 1 (VJ and the residence times for lead in pool I (T,) have been
derived from experiments in which human subjects were administered tracer doses of stable isotopes
of lead from which pool 1 clearances (C,) have been estimated; these estimates are summarized in
Table A-3.

Table A-3. Summary of Experimental Studies with Humans to Assess Clearance Rates of
Lead from Blood and Extracellular Fluid.

Subject

A

B

A

B

C

D

E

ACC

DN

PL

ACW

MJH

ANB

Mean ± SD

V|m

(dL)

77

115

74

100

101

99

113

70e

94«

85e

94e

9T

95°

93 ±14

V
(day)

34

50

34

40

37

40

27

29

39

40

48

41

40

38 ±6

V
(day)

24

35

24

28

26

28

19

20

27

28

33

28

28

27 ±4

C d

(dL/day)

2.3

2.3

2.2

2.5

2.7

2.5

4.2

2.4

2.4

2.1

2.0

2.4

2.4

2.5 ±0.5

Reference

Rabinowitz et al., 1974

Rabinowitz et al., 1976

Chamberlain et al., 1978

The reported volume of pool 1, which refers to blood and rapidly exchangeable extracellular fluid
compartment.
bThe reported residence time for lead in pool 1.
The half life of lead in pool 1; T,/5 = (T,) x ln(2).
""Clearance of lead from pool 1; Ct = V/T,.
"Estimated assuming V, = Vy ,̂, x 1.7 (Rabinowitz et al., 1976).
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The above experiments support a value for C, of 2.5 dL/day. At steady state, the clearance is
equivalent to the rate of uptake of lead into pool I per unit of blood lead concentration (jig/day per
ug/dL). Theoretically, this should correspond to a slope factor of 0.40 ng/dL per jig/day absorbed
lead (i e., the reciprocal of the clearance estimate). Thus, the default value for the BKSF parameter
of 0.4 ug/dL per jig/day absorbed lead derived from the population survey data of Pocock et al.
(1983) is consistent with the clearance estimates from experimental studies.

6. Soil Lead Absorption Factor (AFS)

The AFS parameter is the fraction of lead in soil ingested daily that is absorbed from the
gastrointestinal tract. The TRW recommends a default value of 0.12 based on the assumption that
the absorption factor for soluble lead (AFttf^T)is 0.2 and that the relative bioavailability of lead in
soil compared to soluble lead (RBF>oto-llbk) is 0.6:

(Equation A-10)

AFS = 02 • 0.6 = 0.12

- • • ; .*;v:,wv,?< .(>.<i < < . ; H / < ; , v ' - , • • > . • •
The default value of 0.2 fnr.AF „.. .in-adulta jeoresents a weight of evidence determination based on

•• • (* -^MB^^Q^> '{-it v* in^J), f t f" i ..i* i*'i* * '* ' J' '^'-•' •'•' • • • " •• •• •' f*

experimental estimates of the bioavailability of ingested lead in adult humans with consideration of
three major sources of variability that are likely to be present in populations, but are not always
represented in experimental studies; these are variability in food intake, lead intake, and lead form and
particle size.

Effect of food on lead .Woayaflability. The bioavailability of ingested soluble lead in adults
has been found to vary from less than 10% when ingested with a meal to 60 - 80% when ingested
after a fest (Blake, 1976; Blake etal, 1983; Blake and Mann, 1983;Grazianoetal., 1995; Heard and
Chamberlain, 1982; James et al., 1985; Rabinowitz et aL, 1976, 1980). The general consensus is that

"•" constituents of food in the gastrointestinal tract decrease absorption of ingested lead, although the
., exact mechanisms by which this occurs are not entirely understood. Lead intake within a population

would be expected to occur at various times with respect to meals. Therefore, the central tendency
for lead absorption would be expected to reflect, in part, meal patterns within the population and to
have a value between the experimentally, determined estimate for fasted and fed subjects.

An estimate of a "meal-weighted" AF,̂  can be obtained from the data reported by James
et al. (1985) and certain simplifying assumptions. James et al. (1985) assessed the effects of food on
lead bioavailability by measuring the fraction, retained in the whole body of adult subjects 7 days after
they ingested a dose of radioactive lead either after a fast or at various times before or after a meal.
The total lead dose was approximately 50 ug (fasted) -100 ug (with food). Lead retention was 61
± 8.2 (SD)% when lead was ingested on the 12th hour of a 19-hour fast and decreased to 4% - 16%
when lead was ingested between 0 and 3 hours after a meal; retention was farther reduced (3.5 ±
2.9%) when lead was ingested with a meal (breakfast) (the bioavailability may have been more than
these retention estimates since some absorbed,lead would have been excreted during the 7 day
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interval between dosing and measurement of whole-body lead). Since ingested material may be
retained in the human stomach or at least 1 hour (Hunt and Spurrel, 1951, Davenport, 1971), lead
bioavailability also may be reduced when lead is ingested I hour before a meal. The average "meal-
weighted" bioavailability can be estimated based on the average number of waking hours during the
day, the number of meals eaten, the bioavailability of lead ingested within 1 hour before a meal, the
bioavailability of lead ingested within 0 to 3 hours after a meal, and the bioavailability of lead at other
times during the day. For example, if it is assumed that people eat three meals each day and, based
on the James et al. (1985) study, the bioavailability of lead ingested within 1 hour before a meal or
0 to 3 hours after a meal is approximately 0.1, and the bioavailability of lead ingested at all other
times in a 16 hour day is 0.6, then the average "meal-weighted" bioavailability during a 16 hour day
is approximately 0.2:

(0.1 • 12 hrs) + (0.6 • 4 hrs) = Q 23

16 hrs

This example suggests that the use of 0.2 as a default value for AF^^ ,̂, is plausible for
populations in which soil lead intake occurs throughout the day, interspersed with meals. This may
not apply to all members of a population. For example, the average bioavailability. would be higher
if less than three meals were consumed each day (e.g., using a similar calculation it can be shown that
the average bioavailability for one meal each day would be 0.5). Average bioavailability also may be
greater than 0.2 if lead intake was to occur predominantly in the early morning, before the first meal
of the day.

Although lead bioavailability may be lower in individuals whose soil lead ingestion coincides
with meals, the TRW cautions against the use of a value less than 0.2 for several reasons. Iron and
calcium deficiency associated with poor nutritional status may enhance absorption (U.S. EPA, 1990).
In addition, numerous factors may affect the absorption, distribution, excretion, and mobilization of
lead during pregnancy: increased plasma volume (i.e., hemodilution); decreased hematocrit; previous
exposure history of the mother (i.e., bone lead sequestration); changes in nutritional status; significant
loss of body weight or depletion of fat stores; hormonal modulation; age; race; administration of
drugs; and illness (Silbergeld, 1991). There is likely to be significant inter-individual variability in
these factors, and studies of women at different stages of pregnancy have not shown clear trends in
effects on blood lead concentration (Gershanik et al., 1974; Alexander and Delves, 1981; Baghurst
et al., 1987; Silbergeld, 1991). While there is evidence to support 0.2 as a reasonable estimate of
AF»iubie f°r women of child-bearing age, there is still some basis for concern regarding potentially
elevated absorption during pregnancy. However, a potential increase in lead absorption during
pregnancy would be expected to occur dynamically with changes in bone mobilization, blood volume
and glomerular filtration rate. Thus, the TRW cautions against adjusting the value for AF ,̂̂ . (or
BKSF) based on assumptions regarding the effects of pregnancy on blood lead concentration.

Nonlineariry in blood lead concentration. Another reason for caution in adopting values
for AF^uH,. less than 0.2 derives from uncertainty about the relationship between blood lead
concentration, lead intake, and lead absorption. Several studies have shown that the relationship
between environmental lead levels (e.g., drinking water lead concentration) and blood lead
concentration is nonlinear and suggest the possibility that fractional absorption of ingested lead is
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dose-dependent, and decreases as lead intake (and blood lead concentration) increases. Pocock et
al. (1983) reported a nonlinear relationship between blood lead concentration and water lead that
could be approximated by two linear equations: a slope of 0.06 ug/dL per ng/L was estimated for
water lead concentrations equal to or less than 100 ug/L and a slope of 0.01 was estimated for water
lead concentrations above 100 ug/L. Sherlock et al. (1982, 1984) used a cube root regression model
to relate blood and water lead concentrations; however, over the range of water lead concentrations
of 100 ug/L or less, the slope of 0.06 ug/dL per ug/L water lead from Pocock et al. (1983)
approximates the relationship observed in the Sherlock et al. (1982, 1984) study (Figure A-l). The
linear relationship between water lead and Wood lead in the Pocock et al. (1983) study extends from
a blood lead concentration range of 14 to 20 ug/dL. Based on these data, the value of AF^^M. of 0.2
may be considered a reasonable default estimate if applied to exposure scenarios in which the
estimates of blood lead concentration do not exceed 20 ug/dL. At blood lead concentrations greater
than this, absorption of soluble lead may be less than the default value.

An appropriate value of AF,,,̂  also can be supported by estimating the range of daily lead
intake that is likely to result in a linear relationship between intake and blood lead concentration.
Data represented in Figure A-l suggest that if water lead concentrations are less than 100 ug/L, the
blood lead - water lead relationship is approximately linear If assumptions regarding the magnitude
of first draw and flushed water intakes and lead concentrations are applied (see"Equations A-8 and
A-9 and discussion of BKSF), a first draw water lead concentration of 100 ug/L in the Pocock et al.
(1983) study represents a water lead intake of approximately 70 ug/day:

100-1.4-(0.3+(0.25-0.7)) » 70

We do not know with certainty the total lead intake in the Pocock et al. (1983) population,
although we can be certain that it exceeded the above estimated intake from drinking water since
intake from diet and other sources, including occupational, would have occurred; this is consistent
with the higher blood lead concentrations that were observed in the male population. Sherlock et
al. (1982) estimated that, in their study population of adult women, the dietary contribution to total
lead intake was equal to that from drinking water when the water lead concentration was 100 ug/L,
and that the contribution of lead from sources other than diet and water was very small. If the same
assumption is applied to the Pocock et al. (1983) study, h is likely that total lead intake in the male
population was at least 140 ug/day (70 fig/day from drinking water and 70 ug/day from diet; the
Pocock et al., 1983 study included 40 households from the Sherlock et aL, 1982 study she), and may
have been higher because of occupational exposure in the male population. A crude estimate of the
relative magnitudes of the non-water lead intakes in the two studies can be obtained by comparing
the predicted water lead concentration required to achieve the same blood lead concentration in the
two populations. For example, a water lead concentration of 100 ug/L corresponded to a predicted
blood lead-concentration of approximately 18 ug/dL in the female population (Sherlock et al., 1984);
the same blood lead concentration corresponded to a water lead concentration of 50 ug/L in the male
population (Pocock et al., 1983). Therefore, the non-water lead intakes in the male population may
have been twice that in the female population. If it is assumed that drinking water and diet
contributed equally to lead intake in both studies, then a drinking water lead concentration of 100
Ug/L in the Pocock et al. (1983) study translates to a total lead intake of approximately 300 ug/day:

A-17



(*, * C^ (Equation A- 1 1 )

= 70 * 70 + 140 « 300

Thus, the departure from linearity observed in the Pocock et al. (1983) study may have occurred at
lead intakes at or above 300 ng/day. In the various experimental assessments of lead bioavaflabilhy,
subjects ingested lead in amounts that varied among the studies but were all within the range 100 -
300 ug (Blake, 1976; Blake et al., 1983; Blake and Mann, 1983; Graziano et al., 199S; Heard and
Chamberlain, 1982; James et al., 1985, Rabinowitz et al., 1976, 1980), which is within the
approximate linear range, if the extrapolation from the Pocock et al. (1983) and Sherlock et al. (1982)
studies is reasonable. Based on these considerations, the value of AF^^y, of 0.2 is considered to be
a reasonable default value if applied to exposure scenarios in which lead intakes are less than 300
ug/day. At intakes greater than this, absorption of soluble lead may be less than the default value;
however, it can be similarly argued that, based on the Sherlock et al. (1984) regression model, the
default AFjofcN, may underestimate absorption by some degree at low exposures.

Effect of lead form and particle size on lead bioavailability. The defauh.value of 0.2 for
AFMlublc applies to soluble forms of lead in drinking water and food and would be expected to
overestimate absorption of less soluble forms of lead in soil. Experimental studies have shown that
the bioavailabilhy of lead in soO tends to be less than that of soluble lead. Weis et al. (1994) assessed
the relative bioavailability of lead in soil compared to water soluble lead (acetate) in immature swine
and estimated that the relative bioavailability of lead in soil from Leadville, CO was 0.6 to 0.8. Ruby
et al. (1996) reported estimates of the relative bioavailability of lead in a variety of soils from mining
sites and smelters as assessed in the Sprague-Dawiey rat; the estimates ranged from 0.09 to 0.4.
Maddaloni et al. (1996) reported preliminary data from a study in which 6 fasted human subjects were
administered a single dose of lead-contaminated soil. The dose was 2SO ug lead normalized to a 70
kg body weight; the concentration of lead in the soil was 2850 jig/g and the amount of soil
administered to each subject was generally a little less than 100 mg. The average estimate of lead
absorption in the six subjects was 26%. If the absorption factor for soluble lead in fasted adults is
assumed to be 0.6 (James et al., 1985), then the Maddaloni et al. (1996) estimate suggests a relative
bioavailability of 0.5 (i.e., 0.3/0.6) for lead in soil.

Based on the above evidence, the TRW considers 0.6 to be a plausible default point estimate
for the relative bioavailability of lead in soil compared to soluble lead (RBFw4WaUe) when site-specific
data are not available. Such data are highly desirable as variation in relative bioavailability is expected
for different species of lead and different particle sizes (Barltrop and Meek, 1975, 1979), both of
which may vary from site to site. For example, the bioavailability of metallic lead has been shown to
decrease with increasing particle size (Barltrop and Meek, 1979), therefore, the default value for
RBF*>ota>hibfc may overestimate absorption of lead if applied to soils contaminated with large lead
particles such as firing range debris or mine tailings. Here again, the TRW cautions against the use
of a lower value for the RBF^y^. unless it can be supported by experimental assessments of
relative bioavailability.
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The default value of 0.6 for ^F^^^y,, coupled with the default value of 0.2 for AF,
yields a default value of 0.12 for AFj (0.6 • 0.2). The TRW considers 0.12 to be a plausible point
estimate for the absorbed fraction of ingested soil lead for use in assessments in which site-specific
data on lead bioavailability are not available. The default value of 0.12 takes into account
uncertainties regarding the possible nonlinearity in the relationship between lead intake and absorption
and should be adequately protective in scenarios in which predicted blood lead concentrations are less
than 20 ug/dL. The use of the default value for populations that have substantially higher blood lead
concentrations may result in an overestimate of lead uptake, and conversely, lead uptake may be
underestimated at lower exposures.

7. Daily Soil Ingestion Rate (IRS)

The TRW recommends a default value of 0.05 g/day as a plausible point estimate of the
central tendency for daily soil intake from all occupational sources, including soil in indoor dust,
resulting from non-contact intensive activities. This would include exposures that are predominantly

" v"~ indoors. More intensive soil contact would be expected for predominantly outdoor activities such
'. as construction, excavation, yard work, and gardening (Hawley, 1985). Site-specific data on sofl

contact intensity, including potential seasonal variations, should be considered in evaluating whether
or not the default value is applicable to the population of concern and, if not, activity-weighted

» estimates of IRj that more accurately reflect the site can be developed.

f; In adopting the single IR, parameter to describe all sources of ingested soil, the methodology
remains consistent with recommendations of the Superfund program and their implementation for risk
assessment; specifically, the 0.05 g/day value used for adult soil ingestion addresses all occupational
soil intake by the individual, whether directly from soil or indirectly through contact with dust (U.S.
EPA, 1993). This value specifically applies to the assessment of soil lead risk, and not risks
associated with non-soil sources of lead in dust In making soil ingestion exposure estimates under
the Risk Assessment Guidelines for Superfund (RAGS) framework, no specific assumptions are
needed about the fraction of soil intake that occurs through dust.

An alternative approach was needed in the IEUBK Model because childhood lead exposures
are often strongly influenced by indoor sources of lead in dust (e.g., indoor paint) (U.S. EPA, 1994b).
In a situation where indoor sources of dust contamination are important, an exposure estimate that
addresses only soil exposures (including the soil component of dust) would be incomplete. The
IEUBK Model assigns separate values to outdoor soil and total indoor dust ingestion and partitions
the indoor dust into soil-derived and non-soil-derived sources. At a minimum, paired soil and indoor
dust samples should be collected to adequately characterize exposure to lead where indoor sources
of dust lead may be significant.

Alternate method Tor calculating soil and dust ingestion as separate exposure pathways.
In this alternate approach, separate estimates are made of lead intake from the direct ingestion of
outdoor soil and from the ingestion of indoor dust (which may contain lead from soil and as well as
from indoor sources such as deteriorated lead based paint). Exposure to lead from soil (outdoor
contact) can be calculated using Equation A-12, while exposure to lead from indoor dust can be
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calculated using Equation A-13.

INTAKE, J = ±^^i ±11 (Equation A-12)" lfLf^S.o*tdoort AT

MAKEDiindoor, = "^T" ~ (Eq^tion A-13)

INT AKE^ outfox = Daily average intake (ingestion) of lead from soil ingested outdoors
(jig/day).

INTAKEu ^ggn = Daily average intake (ingestion) of lead from dust ingested indoors
(Hg/day)

PbS = Soil lead concentration (ng/g) (average concentration in assessed
individual exposure area).

PbD = Indoor dust lead concentration (ng/g).

- Intake rate (ingestion) of outdoor soil (g/day).

- Intake rate (ingestion) of indoor dust (g/day).

EFjjfc = Exposure frequency at site (days of exposure during the averaging
period); may be taken as days per year for continuing, long term
exposures.

AT = Averaging time, the total period during which the assessed
exposures (from all sources) occur (days). May be taken as 365
days per year for continuing, long term exposures.

Note that, in Equations A-12 and A-13, exposure frequency refers to the number of days that an
individual is present at the site and does not partition between periods of indoor and outdoor
exposures. The intake rate is a long term average value appropriate for that media and is influenced
by both the duration of outdoor (or indoor) exposures and the intensity of those exposures.

Calculation of IRs>MMMn and H^MOM* from total intake of soil and dust
Intermediary calculations may be needed to generate estimates of the parameters in the intake
equations. An estimate of the total intake of soil and dust materials (IR^u) serves as a starting point.
Note that IR^, differs from IR^ which was discussed above, because tRs+D includes not only the
total mass of soil ingested (both directly and as a component of indoor dust), but also the ingested
mass of non-soil derived dust components including various materials of indoor origin. Since a
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substantial fraction of the mass of indoor dust comes from sources other than outdoor soils, an
estimate of TRs,D will be higher than the corresponding estimate of IR, Secondly, an estimate of the
fraction the total soil and dust intake that is ingested directly as soil is needed (Weighting^ This
estimate needs to take into account the intensity and duration of the outdoor soil intake and the
indoor dust intake. Equations A-14 and A-15 can be used to derive media-specific ingestion rates
from ERs+D and Weighting^.

i° 1*5*0 (Equation A-14)

= 0 -Weighting**)' IRS,D (Equation A-15)

Weighting.* = Fraction of total soil and dust intake that is directly ingested as soil
(dimensionless).

IRs+o - Total daily average intake of outdoor soil and indoor dust (all dust
components) (g/day).

Data are needed to generate separate e^nlaie^ df the concentrations of lead in outdoor soil and in
indoor dust A site assessment using th '̂Me^te methodology would generally be based on direct
measurement data for both soil and dust at the facilities of concern. For comparison with exposure
estimates based on total soil ingestion (the primary approach presented in this paper), Equation A-16
may be utilized to estimate the ratio of dust lead concentration to soil lead concentration.

PbD = PbS • K& (Equation A-16)

Ratio of indoor dust lead concentration to soil lead concentration (dimensionless).

L > Assuming that the same absorption fraction is applicable to both soil and dust. Equation A- 17 may
be used to estimate the uptake of lead from these two sources.

UPTAKE = AF^^Wi+^+W^D..^ (Equation A- 17)

UPTAKE = Daily average uptake of lead from the gastrointestinal tract into the systemic
circulation; soil and dust sources (ng/day).

AFgj, = Absolute gastrointestinal absorption fraction for ingested lead in soil and dust
(dimensionless).

Comparison of lead intake estimated from principal and alternate approaches. It is
helpful to compare exposure estimates derived using our principal approach based on total soil intake
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(including soil present in ingested dust) with the results of the disaggregated pathway analysis for soil
and dust We will consider the case in which there are not important indoor sources of lead in dust.
We can then compare the total lead intake estimates from the two approaches.

Under the model based on total soil ingestion (which we re-label as IRs^ for clarity):

WAKE - PbS'IRw'EF*» (Equation A-18)
A I

By contrast, using the disaggregated soil and dust model, Equations A-14, A-15, A-16, and A-18 may
be combined to give Equation A-19:

INTAKE - - - (E,̂  A.19)
AL

When applied to the same exposure assessment problem, the two approaches should give equivalent
estimates of lead intake. The estimates will be equivalent when:

IRSfD • (WeightingJOil + K^ • (\-WeightingJf) =

8. Exposure Frequency (EFS)

The TRW recommends a default value of 219 days/year. This is the same as the central
tendency occupational exposure frequency recommended by U.S. EPA (1993) Superfund guidance,
which is based on 1991 data from the Bureau of Labor Statistics. This estimate corresponds to the
average time spent at work by both full-time and part-time workers engaged in non-contact intensive
activities (U.S. EPA, 1993). Site-specific data on exposure frequency should be considered in
evaluating whether or not the default value is applicable to the population of concern. In evaluating
site-specific data, it should be kept in mind that exposure frequency and dairy soil ingestion rate (IR,)
may be interdependent variables, particularly in contact-intensive scenarios; therefore, the assignment
of a she-specific value to EFS should prompt an evaluation of the applicability of the default value for

to the population of concern (see Section 7 of the Appendix for further discussion).

Nonresidential exposure scenarios in which exposure frequency would be substantially less
than 219 days/year are frequently encountered. Examples include trespassing and recreational use
of a she. Important methodology constraints on exposure frequency and duration must be considered
in assigning values to EFS that would represent infrequent contact with the site; these constraints
relate to the steady state assumptions that underlie the BKSF. The BKSF derived from the Pocock
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et al. (1983) data applies to exposures that result in a quasi-steady state for blood lead concentration;
that is, an intake over a sufficient duration for the blood lead concentration to become nearly constant
over time. Based on estimates of the first order elimination half-time for lead in blood of
approximately 30 days for adults (Rabinowitz, et al., 1974, 1976; Chamberlain et al., 1978), a
constant lead intake rate over a duration of 90 days would be expected to achieve a blood lead
concentration that is sufficiently close the quasi-steady state. This is the minimum exposure duration
to which this methodology should be applied.

Infrequent exposures (i-C-, 'ess than 1 day per week) over a minimum duration of 90 days
would be expected to produce oscillations in blood lead concentrations associated with the absorption
and subsequent clearance of lead from the blood between each exposure event. Based on the above
assumptions about the elimination half-time lead in blood, the TRW recommends that this
methodology should not be applied to scenarios in which EFS is less than I day/week.

9. Applying Monte Carlo Analysis to the Adult Lead Methodology

Recent EPA guidance (Browner, 1995) recommends that risk assessments include a clear and
transparent discussion of variability and uncertainty. The lead risk assessment metnodology presented
here develops explicit estimates of the variability of blood lead levels among adults who are exposed
to specified concentrations of environmental lead. This analysis relies on data from a large number
of studies (baseline blood lead levels, variability of blood lead levels, contact rates with environmental
media, lead bioavailability, and lead biokinetics) to support a predictive probabilistic (lognonnal)
model for adult and fetal blood lead concentrations. Important issues regarding the uncertainty in
parameter inputs and the mathematical form of the model are discussed in the sections of this
Appendix. The TRW recognizes that there is considerable scientific interest in the duTerent analytical
approaches that may be applied to aid in the analysis of variability and uncertainty in risk assessments.
In particular, under appropriate circumstances, Monte Carlo methods may provide a useful approach
for developing quantitative estimates of the variability, uncertainty (or both) in risk predictions.

The TRW chose not to pursue application of Monte Carlo or other stochastic simulation
methods in this effort addressing adult lead risk assessment. Several factors went into this decision.
First, the TRW understood the needs of EPA Regions for a risk model that could be developed
relatively rapidly and which Regional lead risk assessors could apply easily with limited need for
additional study or training. These considerations made it advantageous to focus on models that are
conceptually similar to the IEUBK model for children in terms of applying a parametric lognonnal
modeling approach to address distributions for blood lead levels. Secondly, the TRW recognized that
there would be substantial scientific issues associated with developing widely applicable stochastic
simulation models for adult lead risk assessment. These difficulties primarily relate to the absence of
reliable distributional data for a variety of important variables in the assessment. As one example,
very limited data are available on soil ingestion rates in adults and a distributional choice for this key
parameter would depend heavily on individual judgement with little Agency precedent for support.
Additionally, in a stochastic assessment, a greater complexity would arise due to likely correlations
among the variables in the adult lead risk assessment. Stochastic analyses need to explicitly account
for important correlations among variables if the simulations are to provide realistic distributions of
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risk. As an example, dependence is likely to exist between the starting (non-site related) blood lead
concentrations for individuals and their site-related increases in blood lead. This dependence may
result from individual patterns of behavior and from biological factors associated with lead
pharmacokinetics. However, data on this dependence are sparse or absent, and the necessary
statistical estimates of the correlation strength would depend heavily on personal judgement.

The TRW does encourage further efforts to better define the distributional data on which
stochastic simulations of lead risks might rest. Further attention to these data can provide useful
insights for lead risk assessment. The TRW also recognizes that Regions may be presented with lead
risk assessments based on Monte Carlo modeling. In order to facilitate review of Monte Carlo
analyses, some EPA Regions have found it important to establish requirements for the orderly
development and review of these assessments. Borrowing on this approach, the TRW recommends
that:

• A plan for the use of Monte Carlo analysis in a lead risk assessment should be submitted
to responsible Regional personnel and accepted by them before the Monte Carlo analysis
is undertaken.

• In general, it is expected that site-specific exposure related parameters that are supported
with site-specific information will provide the basis for proposed • Monte Carlo
simulations. • ' " '^ :•>'•""

- , . .-,- t -i .....
• Scientific review is needed to determine that the risk assessment conformed to the plan

and to evaluate the reliability of the results.

These recommendations are designed to ensure that assessments can provide meaningful results that
can be understood and evaluated. If analyses are submitted in a format that is difficult to understand,
the utility of the analysis will be diminished. We recommend that Regional staff seek advice from the
TRW as a resource in this process.
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